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Abstract: Two experiments investigate the role of self-regulatory resources in bullshitting behavior (i.e., communicating with little to no regard for evidence, established knowledge, or truth; Frankfurt, 1986; Petrocelli, 2018a), and receptivity and sensitivity to bullshit. It is hypothesized that evidence-based communication and bullshit detection require motivation and considerably greater self-regulatory resources relative to bullshitting and insensitivity to bullshit. In Experiment 1 (N = 210) and Experiment 2 (N = 214), participants refrained from bullshitting only when they possessed adequate self-regulatory resources and expected to be held accountable for their communicative contributions. Results of both experiments also suggest that people are more receptive to bullshit, and less sensitive to detecting bullshit, under conditions in which they possess relatively few self-regulatory resources.
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Bullshitting involves intentionally or unintentionally, consciously or unconsciously, communicating with little to no regard or concern for truth, genuine evidence, and/or established semantic, logical, systemic, or empirical knowledge (Frankfurt, 1986; Petrocelli, 2018a). As such, bullshitting is an insidious and common communicative behavior (Law, 2011; Penny, 2005; Spicer, 2013) often characterized by, but not limited to, using rhetorical strategies designed to disregard truth, evidence and/or established knowledge, such as exaggerating or embellishing one’s knowledge, competence, or skills in a particular area or talking about things of which one knows nothing about in order to impress, fit in with, influence, or persuade others. Progress in the struggle against bullshit requires a deeper understanding of the conditions under which bullshit emerges (see Cohen, 2002; Crockett, Dhar, & Mayyasi, 2014).

Although bullshitting is likely to have numerous communicative functions (e.g., impression management, social desirability), little empirical knowledge about bullshitting and its consequences can be found in the existing literature.

Although commonly confused with lying, bullshitting is not the same as lying. Both the bullshitter and the liar appear to be genuinely concerned with the truth, but only the liar is actually concerned with truth. The liar knows the truth but communicates with the goal of diverting others from the truth (Frankfurt, 1986). The bullshitter has no regard for truth or evidence in support of what he/she claims. In fact, that which the bullshitter communicates may be true, but the bullshitter would not know it because the bullshitter does not care what the truth actually is and is not paying any attention to truth.

To date, empirical examinations of bullshitting have emphasized its antecedents. Initial empirical examinations of bullshitting behavior, conducted by Petrocelli (2018a), showed that bullshitting emerges in at least five different contexts. First, people appear to engage in considerable bullshitting when social cues make them feel obligated to provide an opinion about something of which they know relatively little about. As Frankfurt (1986) noted, people often feel obligated to speak as though they possess “informed” opinions about everything, and people appear to be especially likely to engage in bullshitting when it is clear that the social expectations to have an opinion are relatively great. Second, people generally perceive themselves to engage in relatively less bullshitting behavior as their knowledge of the discussion topic increases. Third, people appear to bullshitt when they expect it to be relatively easy to pass bullshit. That is, people will engage in bullshitting when they anticipate ease in receiving a “social pass” of acceptance or tolerance for their communicative contributions. Fourth (consistent with Petrocelli’s ease of passing bullshit hypothesis), bullshitting appears to be attenuated under conditions of social accountability (see Tetlock, 1992; Tetlock, Skitka, & Boettger, 1989). For instance, when
people are expected to explain their reasoning for a position to another person, bullshitting can be attenuated. Finally, the effect of accountability on bullshitting is conditional upon the expected attitude of the audience. When the expected attitude of the audience is consistent with the speaker’s attitude, speakers appear free to bullshit, but when the expected attitude of the audience is inconsistent with the speaker’s attitude, speakers appear to attenuate their bullshitting.

Similar to bullshitting, very little is known about one’s ability to detect bullshit. Frankfurt (1986) speculated that most people are not worried about bullshit because they think they can detect it and avoid its unwanted effects. Unfortunately, people are surprisingly bad at detecting bullshit (Grant, 2015; Randi, 1980; Sagan, 1997; Shermer, 1997). Initial empirical evidence concerning bullshit receptivity (i.e., general acceptance of bullshit as something profound and/or connected with truth), and bullshit sensitivity (i.e., ability to differentiate and discern bullshit from information communicated with a concern for truth), suggests that bullshit is often undetected and misperceived as something profound and connected to truth. Such perceived profundity is especially likely among individuals employing more intuitive cognitive styles as opposed to more analytic or reflective cognitive styles (Pennycook, Cheyne, Barr, Koehler, & Fugelsang, 2015; Pfattheicher & Schindler, 2016; Sterling, Jost, & Pennycook, 2016). For instance, some people judge the profundity of assortments of words with absolutely no concern for, or basis in, truth to be relatively great, such as “Hidden meaning transforms unparalleled abstract beauty.” (Pennycook et al., 2015, p. 552). Bullshit can also have important social consequences and utilities; particularly, bullshit is found to be evaluated less negatively than lying and can be used as a successful persuasion tactic (Petrocelli, 2018b).

We propose that an additional antecedent of bullshitting behavior, as well as bullshit detection, involves one’s available self-regulatory resources. Self-regulatory resources involve the psychological resources people use to manage and control their own thoughts, feelings, and behaviors (Baumeister, Schmeichel, & Vohs, 2007). Under conditions of high social accountability, people are relatively motivated to attenuate their contributions to bullshit (Petrocelli, 2018a). Yet, one’s ability to attenuate his/her own bullshit should be negatively affected when self-regulatory resources are relatively unavailable, thereby contributing more bullshit relative to when self-regulatory resources are more available. Likewise, recognition, detection, and motivation to protect against the potential contamination of bullshit is a relatively difficult task requiring self-regulatory resources (see Wilson & Brekke, 1994), thereby people should be less successful at detecting bullshit when their self-regulatory resources are relatively unavailable.

Within the dual-process model tradition, one of the hallmark distinctions between intuitive (system 1) and systematic (system 2) processing is the reliance on self-regulatory resources: intuitive (system 1) processing runs autonomously and does not require the expenditure of working memory capacity and self-regulatory resources, whereas systematic (system 2) processing is deliberate, effortful, and dependent upon working memory capacity and self-regulatory resources to be successfully executed (Barbey & Sloman, 2007; Chaiken & Trope, 1999; De Neys, 2018; Evans & Stanovich, 2013; Kahneman, 2011; Kahneman & Frederick, 2002; Sherman, Gawronski, & Trope, 2014; Shiffrin & Schneider, 1977; Sloman, 1996). Indeed, one of the most common ways by which researchers are able to distinguish whether a given outcome is due to intuitive (system 1) or systematic (system 2) processing is to manipulate the availability of self-regulatory resources via a cognitive load manipulation. If the outcome is moderated by resource availability, the results indicate that systematic (system 2) processing is responsible for that outcome. On the other hand, if the outcome is unaffected by resource availability, results indicate that intuitive (system 1) processing is responsible. We argue that successful bullshit detection, as well as evidence-based communication in place of bullshit, requires the self-regulatory resources necessary to engage in systematic (system 2) processing as opposed to intuitive (system 1) processing (Chaiken, 1980; Chaiken & Maheswaran, 1994; Pennycook et al., 2015).

To our knowledge, the current investigation also marks the very first examination of the self-regulatory resources involved in bullshitting and detecting bullshit. Our approach draws on the assumption of “Brandolini’s Law”, or the bullshit asymmetry principle as it has become known: “…the amount of energy needed to refute bullshit is an order of magnitude bigger than to produce it.” (Brandolini, 2013). In elaborating on methods to reduce the unwanted effects of bullshit and pseudoprofundity (i.e., sounding profound

---

1 Concerns of the veracity of self-regulatory resource findings and their reliability have emerged (Carter, Kofier, Forster, & McCullogh, 2015; Friese, Loschelder, Gieseler, Frankenbach, & Inzlicht, 2019; Hagger et al., 2016). However, research findings that warrant caution regarding the variability in self-regulatory resource attenuation and its link to psychological outcomes that require control do not indicate that self-regulatory resources do not exist or impact behavior. Instead, they warrant caution with regard to the link between the various methods used to reduce one’s self-regulatory resources. Thus, the current research employed methods of attenuating self-regulatory resources that have been shown to successfully operate in our prior research and with the same population as that employed in the current research (i.e., Eyink, Hirt, Hendrix, & Galante, 2017; Petrocelli, Williams, & Clarkson, 2015).
while speaking utter nonsense; Law, 2011), speculations have conclusively concurred with the principle that bullshit is much easier to create than it is to refute or challenge (Ball, 2017; d’Ancona, 2017; Davis, 2017; De keersmaecker & Roets, 2017). Likewise, we propose that refraining from bullshitting and accurate bullshit detection require more self-regulatory resources relative to that required to engage in bullshitting or to be duped by bullshit.  

Because people frequently appear to feel obligated to contribute their opinions (Petrocelli, 2018a) and because they seem unlikely to recognize the impact of self-regulatory resources on bullshitting and bullshit detection (let alone the consequences of these behaviors), we contend that communicating with regard to truth, evidence, or existing knowledge, and enhanced bullshit detection, require considerable self-regulatory resources. In line with this reasoning, research indicates that manipulations that usurp the available level of one’s executive abilities reduces his/her ability to overcome a natural tendency to acquiesce (Burkley, 2008; Petrocelli, Williams, & Clarkson, 2015; Wheeler, Briñol, & Hermann, 2007). Furthermore, Pennycook et al.’s (2015) findings that bullshit receptivity is associated with an intuitive thinking style, as opposed to analytic/reflective thinking style, suggest that greater cognitive capacity and motivation is required to detect bullshit than to accept it. Regulatory resource attenuation also tends to reduce attention (Garrison, Finley, & Schmeichel, 2019), a seemingly necessary mental activity for successful bullshit detection. Because people should be less motivated to engage in cognitive elaboration when they are lacking in self-regulatory resources, we expected relative acquiescence to bullshit to under low resource availability conditions.

Therefore, we propose that communicating without bullshit, and detecting bullshit, requires analytic/systematic processing rather than heuristic/intuitive processing. When people are under cognitive load, it does not reduce their knowledge nor completely shut down cognitive processes. Rather, when individuals are under load, one possesses fewer resources to draw on that are necessary to refrain from bullshitting and successfully detecting bullshit from others. Thus, people may be more likely to bullshit and be less successful at detecting bullshit when their regulatory resources have been relatively attenuated. Under such conditions, both cognitive and motivational resources are not directed at evidence-based communicating and confronting bullshit because these activities take more effort and resources, inviting relatively easy communication modes (e.g., bullshitting) and receptivity to bullshit.

**Experiment 1**

Experiment 1 was designed to explore the role of regulatory resources in bullshitting behavior and bullshit detection in contexts varying in accountability. Participants completed a writing task designed to usurp or not usurp their regulatory resources. Participants were then asked to write about reasons for their attitudes toward nuclear weapons. Half of the participants were led to believe that they would need to justify and explain their opinions to one of three university professors of sociology, whereas the other half of the participants were not led to believe this. Participants were then assessed with respect to their degree of bullshitting behavior, by rating each thought they listed with respect to their level of concern for evidence when writing the thought. Finally, participants were assessed with respect to their receptivity to bullshit and their sensitivity to bullshit.

Consistent with Frankfurt’s (1986) assertion that people frequently feel socially obligated to talk about things of which they know little to nothing about, and our contention that communicating with regard to truth, evidence, or existing knowledge requires considerably more effort than that required to bullshit, we hypothesized that refraining from bullshitting requires more regulatory resources than it does to engage in bullshitting behavior. That is, people are expected to bullshit more when they are relatively low in regulatory resources. Because people are also more likely to engage in bullshitting when they do not expect to be held accountable for the validity of their communicative contributions (see Petrocelli, 2018a), we also expected the difference in bullshitting associated with variation in regulatory resources to be especially salient when accountability is relatively high; bullshitting should be especially attenuated when people expect to be held accountable and they have the regulatory resources available to refrain from bullshitting.

With regard to receptivity and sensitivity to bullshit, we only expected to find an effect of regulatory resource condition. Specifically, we hypothesized that attenuation of one’s executive resources should increase one’s receptivity to bullshit but decrease one’s sensitivity to bullshit. Although it is possible for high social accountability to heighten overall sensitivity to bullshit, we expected the accountability manipulation to be relevant only to one’s own communication, and not to the communication of others. Thus, we did not expect to find accountability to affect receptivity and sensitivity to bullshit, nor did we expect it to moderate the effect of regulatory resources.

---

2 To be clear, we do not suggest that bullshitting requires zero self-regulatory resources – communicating with others certainly requires some resources. However, because the subjective feelings of an obligation to share one’s opinion may be very strong in some cases, it is not difficult to imagine that people may find refraining from communicating anything at all can sometimes require more self-control and resources than contributing pure bullshit.
Method

Participants and Design

A sample of 210 college undergraduates, enrolled in an introductory psychology course, were recruited to participate in exchange for partial course credit. An a priori power analysis using G*Power (Faul, Erdfelder, Buchner, & Lang, 2009) revealed a required sample size of N = 128 (n = 32 per cell) to detect any medium-sized main or interaction effects (f = .25) in an analysis of variance (ANOVA) test with a power of 1 − β = .80. However, sample size was determined based on the recommendations of statisticians (Lakens & Evers, 2014; Simmons, Nelson, & Simonsohn, 2013), who advocated using an n = 50 per condition as a rule of thumb. Accordingly, every attempt was made to get at least 50 participants per between-subject condition of the design.3

A 2 (Writing Task: easy vs. difficult) × 2 (Accountability: low vs. high) between-subject design was employed, whereby participants were randomly assigned to one of four conditions. The dependent variables included Total Bullshitting, Bullshitting Proportion, Bullshit Receptivity, and Bullshit Sensitivity.

Materials and Procedure

All experimental materials were presented through a self-administered computer questionnaire using MediaLab v2012 Research Software (Jarvis, 2012); participants advanced by clicking appropriate response keys.

Writing Task

Participants were first asked to complete a self-regulatory resource task, modified from Schmeichel (2007). All participants were asked to write three short essays, for five minutes each, focusing on: (1) the place you currently live; (2) what you do on a typical weekday; and (3) your hometown. Participants assigned to the easy writing task were instructed to not use the letters “x” and “z” anywhere in their essays, whereas participants assigned to the difficult writing task were instructed to not use the letters “a” and “n” anywhere in their essays. Schmeichel (2007) found that participants in the difficult letter restriction task were required to inhibit the tendency to use these letters, showing reduced performance on subsequent tasks.

Manipulation Check

Next, in order to measure Regulatory Resource Level, participants reported the extent to which they felt tired, had to override their typical way of writing during the writing task, had to control their responses during the writing task, expended effort to adhere to the instructions for the writing task, experienced difficulty during the writing task, and followed the directions of the writing task, using response scales ranging from 1 = not at all to 7 = very much; Cronbach’s α = .80.

Attitude

Participants were then asked to report their attitudes toward nuclear weapons on a 6-point semantic differential scales anchored by negative/positive, bad/good, unfavorable/favorable, harmful/beneficial, foolish/wise, and against/in favor.

Thought-Listing Task and Accountability

After reporting their attitudes, participants were asked to complete a thought-listing task by typing their reasons for why they think and feel the way they do about nuclear weapons. Participants were permitted to write up to five thoughts and they were instructed to enter only one thought per screen frame.

The thought-listing task was paired with the manipulation of Accountability. Half of the participants were assigned to the no accountability condition whereby they were instructed to complete the thought-listing task with complete candor and honesty as the study was allegedly designed to survey thoughts that people generate when they do not have to worry about how other people will react to their views. The other half of the participants were assigned to the accountability condition whereby the study was described as one concerning interpersonal communication of opinions. Thus, these participants were informed that they would later be asked to briefly explain and justify their opinions with one of three university professors of sociology, all of which would be familiar to most any student enrolled at the college. To add to the feasibility of the accountability condition, the experimental administrator added a bit of subterfuge by peeking through a door and speaking “Are you ready?” as if speaking to an alleged sociology professor who might take part in the alleged discussion. However, no sociology professors were actually employed for the study and no participants were actually asked to discuss his/her reasons for their attitudes with a sociology professor.

Bullshitting Proportion

Bullshitting Proportion required asking participants to rate each thought they listed in the thought-listing task. Using Petrocelli’s (2018a) method to measure bullshitting behavior, participants were presented with one of their earlier thought-listings at a time and asked: “Consider a thought

---

3 All measures, manipulations, and exclusions in Experiments 1 and 2 have been disclosed, as well as the method of determining the final sample size. In each experiment, data were first collected and then analyzed; no data were collected after data analysis.
you wrote regarding your opinion about Nuclear Weapons (listed below). When you wrote this thought with regard to Nuclear Weapons, to what degree would you say you were truly concerned with genuine evidence and/or established knowledge?” The response scale was an 11-point scale with not at all (0) to entirely (10) as the anchor labels. Participants were instructed to click “N/A” if they did not write a thought for the entry.

Bullshitting Proportion was calculated by first subtracting each thought-rating task response from 10 (i.e., bullshitting is the lack of concern for evidence). All difference scores were then summed, resulting in a possible summed score of 0 (no bullshit) – 50 (all bullshit). Bullshitting Proportion was finalized by dividing the summed score by the product of 10 x the number of thoughts listed.

**Bullshit Receptivity and Bullshit Sensitivity**

Finally, participants completed Pennycook et al.’s (2015) Bullshit Receptivity (BSR) and Bullshit Sensitivity (BSS) scales.

Completion of the scales involves first indicating how profound one finds 10 bullshit quotations (e.g., “Hidden meaning transforms unparalleled abstract beauty.”) and 10 motivational quotations (e.g., "A river cuts through rock, not because of its power but its persistence.”) using a 5-point scale with not at all profound (1) to very profound (5) as the anchor labels; Cronbach’s α = .87 and .77, respectively.

Bullshit Receptivity represents one’s general acceptance and perceived profundity of bullshit; it is equivalent to the mean score on the bullshit quotations. Bullshit Sensitivity represents one’s ability to detect bullshit and differentiate it from meaningful and profound information; it is equivalent to the difference between the mean score of the motivational quotations and the mean score for the bullshit quotations, such that greater scores signal greater Bullshit Receptivity and greater Bullshit Sensitivity.

Participants completed a brief demographics questionnaire, were debriefed and thanked for their participation in the study.

**Results**

**Manipulation Check**

The six items used to measure aspects of Regulatory Resource Level were averaged for each participant. The results of a one-way ANOVA revealed that participants reported less regulatory resources when asked to complete a difficult writing task ($M = 5.57, SD = 0.86$) than when asked to complete an easy one ($M = 3.58, SD = 1.06$), $F(1, 206) = 223.45, p < .001, \eta^2 = .52, 95\% \text{ CI [.42, .59]}$. Thus, participants who completed a difficult writing task were considered to have fewer regulatory resources available relative to their easy writing task counterparts.

**Bullshitting Proportion**

Bullshitting Proportion data were subjected to two separate 2 (Writing Task: easy vs. difficult) × 2 (Accountability: low vs. high) ANOVA tests. The ANOVA yielded statistically significant main effects of Writing Task and Accountability. Bullshitting Proportion was significantly greater when participants were asked to complete a difficult writing task ($M = .36, SD = .20$) than when they were asked to complete an easy one ($M = .26, SD = .19$), $F(1, 206) = 12.65, p < .001, \eta^2 = .06, 95\% \text{ CI [.01, .12]}$. Bullshitting Proportion was also significantly greater when Accountability was low ($M = .35, SD = .21$) than when it was high ($M = .27, SD = .19$), $F(1, 206) = 9.63, p = .002, \eta^2 = .05, 95\% \text{ CI [.01, .11]}$. These results were not qualified by a significant Writing Task × Accountability interaction, $F(1, 206) = .82, p = .365$ (see Figure 1).

**Bullshit Receptivity and Bullshit Sensitivity**

Bullshit Receptivity and Bullshit Sensitivity data were subjected to two separate 2 (Writing Task: easy vs. difficult) × 2 (Accountability: low vs. high) ANOVA tests. The analysis for Bullshit Receptivity yielded a statistically significant main effect of Writing Task. As expected, Bullshitting Receptivity was significantly greater when participants were asked to complete a difficult writing task ($M = 2.87, SD = 0.69$) than when they were asked to complete an easy one ($M = 2.45, SD = 0.75$), $F(1, 206) = 17.60, p < .001, \eta^2 = .08, 95\% \text{ CI [.02, .15]}$. As would also be expected, Accountability had no significant effect on Bullshit Receptivity, $F(1, 206) = 2.68, p = .103$, nor did the Writing Task × Accountability interaction reach significance, $F(1, 206) = .04, p = .844$ (see Figure 2A).
Bullshit Sensitivity data revealed results opposite to Bullshit Receptivity results. As expected, Bullshitting Sensitivity was significantly reduced when participants were asked to complete a difficult writing task ($M = 0.58$, $SD = 0.71$) than when they were asked to complete an easy one ($M = 0.88$, $SD = 0.70$), $F(1, 206) = 10.02$, $p = .002$, $\eta^2 = .05$, 95% CI [.01, .11]. As would also be expected, Accountability had no significant effect on Bullshit Sensitivity, $F(1, 206) = 1.85$, $p = .175$, nor did the Writing Task $\times$ Accountability interaction reach significance, $F(1, 206) = .23$, $p = .630$ (see Figure 2B).

**Discussion**

Our findings in Experiment 1 were entirely consistent with our expectation that refraining from bullshitting (i.e., communicating with regard to truth, evidence, or existing knowledge), without simply refraining from communicating, requires considerably more effort and executive abilities than that required to bullshit. A commonly employed manipulation of executive abilities affected bullshitting behavior such that bullshitting was relatively frequent when the social context lacked a cue to accountability or when regulatory resources were relatively unavailable. These results are consistent with the ease of passing bullshit hypothesis (Petrocelli, 2018a) and the bullshit asymmetry principle (Brandolini, 2013); apparently people can refrain from bullshitting when they do not expect to receive a social pass of tolerance for their bullshit and when they possess the resources to provide something better than bullshit to a discussion (i.e., evidence-based contributions).

However, as expected with regard to receptivity and sensitivity to bullshit, accountability appears to be irrelevant. Attenuation of one’s regulatory resources appears to increase one’s receptivity to bullshit but decreases one’s sensitivity to bullshit. Such findings suggest that protecting oneself from any unwanted effects of bullshit is best accomplished when one is not particularly fatigued or when his/her regulatory resources are attenuated (e.g., not making important decisions and/or not surfing the Internet late at night, early in the morning, or when under relatively high levels of stress).

Although the results of Experiment 1 support the conclusion that executive abilities play an important role in bullshitting, bullshit receptivity, and sensitivity to bullshit, we questioned whether such findings are prevalent in more naturalistic settings. That is, people rarely decide, on their own, to complete difficult writing tasks such as the one we asked some of our participants to complete, let alone choosing to complete easy writing tasks. However, common experience suggests that people often find themselves completing tasks in either their preferred or non-preferred times of day. Previous research (Eyink et al., 2017) has demonstrated that performing relatively demanding tasks in the morning [evening] parallels the effects of manipulations of executive abilities for those who prefer the evening [morning] hours. We capitalized on this tendency to conduct a conceptual replication of our findings by placing participants in their preferred (circadian match) or non-preferred (circadian mismatch) context in Experiment 2.

**Experiment 2**

The primary purpose of Experiment 2 was to provide a conceptual replication of our findings, regarding the effects of self-regulatory resources on bullshitting and bullshit detection, reported in Experiment 1. We also sought to test our hypotheses in a context mirroring more natural circumstances that may affect one’s level of self-regulatory resources.
resources, namely, in preferred versus non-preferred times of day.

Similar to Eyink et al. (2017), we operationally defined self-regulatory resource availability in terms of an individual’s circadian cycle. Research indicates that people have different types of circadian rhythms that can affect experience and performance (Colquhoun, 1971; Kleitman & Jackson, 1950; Lavie, 1980; Monk et al., 1997); some people experience morning “peaks” and evening “troughs” (i.e., “morning people”), and others experience morning troughs and evening peaks (i.e., “evening people”). Because of their effects on processing resources, several social psychological outcomes are affected by circadian processes. For example, Bodenhausen (1990) demonstrated that people more effectively inhibit stereotype responses when making judgments at their preferred (circadian match) than at their non-preferred times of day (circadian mismatch). Bodenhausen (1990) argued that increased reliance upon stereotypes served as a resource-saving heuristic during circadian mismatch, when we are “less motivated or less able to engage in more systematic and careful judgment strategies” (p. 321).

More recent studies, using a match versus mismatch of preferred circadian rhythm to performance time, have shown that people can exhibit more immoral behavior (Ginia, Barnes, & Sah, 2014) and transference effects (Kruglanski & Pierro, 2008). Such outcomes are demonstrated under conditions of circadian mismatch than circadian match. Based on these findings, and the results of Experiment 1, we hypothesized that bullshitting would occur more frequently under conditions of circadian mismatch than conditions of circadian match. We also hypothesized that bullshit receptivity would be greater under conditions of circadian mismatch than conditions of circadian match, whereas bullshit sensitivity would be greater under conditions of circadian match than conditions of circadian mismatch.

Because accountability has already been established as an antecedent of bullshitting (Petrocelli, 2018a), and because accountability did not interact with resource level in Experiment 1, we chose to simplify the test of the effect of self-regulatory resources on bullshitting and bullshit detection. Thus, accountability was not manipulated in Experiment 2.

Method

Participants and Design

A primary sample of 214 college undergraduates, enrolled in an introductory psychology course, were recruited to participate in exchange for partial course credit. An a priori power analysis using G*Power (Faul et al., 2009) revealed a required sample size of $N = 77$ to detect any medium-sized main or interaction effects ($f^2 = .15$) in multiple regression test with three predictors with a power of $1 - \beta = .80$. However, sample size was determined based on the recommendations of statisticians (Lakens & Evers, 2014; Simmons et al., 2013), who advocated using an $n = 50$ per condition as a rule of thumb. We assumed that half of the participants would report preferring morning and half would report preferring the evening. Accordingly, every attempt was made to get at least 50 participants per “between-subject condition” of the design.

A single-factor design was employed, whereby participants were randomly assigned to one of two Experimental Time of Day conditions (morning vs. evening). The dependent variables included Self-Perceived Total Bullshitting, Socially Perceived Total Bullshitting, Bullshit Receptivity, and Bullshit Sensitivity.

Materials and Procedure

All experimental materials were presented through a self-administered computer questionnaire using MediaLab v2012 Research Software (Jarvis, 2012); participants advanced by clicking appropriate response keys.

Experimental Time of Day

Before participants were recruited for participation, students from a university participant pool where first randomly assigned to one of two eligibility groups. One half of the students was only eligible to complete the study in the morning hours beginning at either 8:00 am or 8:30 am whereas the other half was only eligible to complete the study in the evening hours beginning at either 8:00 pm or 8:30 pm.

Attitude

Participants were then asked to report their attitudes toward nuclear weapons using the same method used in Experiment 1.

Self-Perceived Total Bullshitting

Participants listed reasons for their attitudes toward nuclear weapons and rated each thought with regard to its bullshit content using the same methods employed in Experiment 1.

Socially Perceived Total Bullshitting

A secondary and separate sample of 152 college undergraduates were recruited to rate a random selection of 192 thought-listings taken from the 768 thoughts provided by the other sample. These participants were informed that students from another study provided written responses explaining their attitudes toward nuclear weapons. Participants were asked to rate each thought-listing with respect to their views of the author’s genuine concern with evidence and/or established knowledge sing the same 11-point response scale provided to the primary participants who recorded their thoughts.
**Bullshit Receptivity and Bullshit Sensitivity**
Participants completed the BSR and BSS scales.

**Circadian Rhythm**
Finally, Circadian Rhythm was measured using the Morningness/Eveningness Questionnaire (MEQ; Smith, Reilly, & Midkiff, 1989). The MEQ consists of 13 items measuring the preference for morning or evening hours. Examples of items include: “One hears about ‘morning’ and ‘evening’ type people. Which one of these types do you consider yourself to be?” and “When would you prefer to rise (provided you have a full day’s work – 8 hours) if you were totally free to arrange your time?” Each of the items has a unique response label, and 10 items have 1-4 response scale, whereas three items have 1-5 response scale. Thus, the possible range on the MEQ is 13 (extreme evening) to 55 (extreme morning), such that greater scores indicate stronger preference for morning; Cronbach’s α = .85.

Participants completed a brief demographics questionnaire, were debriefed and thanked for their participation in the study.

**Results**
Importantly, circadian rhythm did not appear to influence participation. Participants who participated in the morning hours reported a relatively similar average on the MEQ ($M = 33.25, SD = 6.69$) as did participants who participated in the evening hours ($M = 31.93, SD = 6.39$), $F(1, 212) = 2.16, p = .143$.

**Self-Perceived Total Bullshitting**
Following the recommendations of Cohen, Cohen, West, and Aiken (2003), we conducted separate hierarchical regression analyses for the dependent variables, treating Circadian Rhythm (continuous, mean centered) and Experimental Time of Day condition (dummy coded: −.50 = evening, .50 = morning) as predictors of Total Bullshitting entered in step 1 and their interaction entered in step 2. Regression slopes were plotted at one standard deviation above and below the mean of Circadian Rhythm.

As expected, for Self-Perceived Total Bullshitting ($M = 10.75, SD = 9.11$), this analysis revealed only a statistically significant Experimental Time of Day × Circadian Rhythm interaction, $β = .32, 95% CI [.04, .68], t(210) = 4.83, p < .001$. As illustrated in Figure 3A, when the experiment was conducted in the evening, participants bullshitted significantly more as their preference for morning became stronger, $b = .37, 95% CI [.04, .69], t(210) = 4.10, p < .001$. However, when the experiment was conducted in the morning, participants bullshitted to a significantly lesser extent as their preference for morning became stronger, $b = -.26, 95% CI [−.59, −.07], t(210) = −2.76, p = .006$. From another angle, among participants with a relatively strong preference for the evening, more Self-Perceived Total Bullshitting was reported when the experiment was conducted in the morning than when it was conducted in the evening, $b = -.27, 95% CI [−.52, −.01], t(210) = −2.86, p = .004$. However, among participants with a relatively strong preference for the morning, more Self-Perceived Total Bullshitting was reported when the experiment was conducted in the evening than when it was conducted in the morning, $b = .36, 95% CI [.12, .59], t(210) = 4.10, p < .001$. Thus, participants showed significantly greater evidence of bullshitting when their regulatory resources were expected to be relatively attenuated.
Socially Perceived Total Bullshitting

An average score, ranging from 0 to 10, was calculated by averaging all 38 secondary sample, for each of the 768 thought-listings. Socially Perceived Total Bullshitting was then calculated in the same way as was the self-perceived bullshitting measure. Socially Perceived Total Bullshitting (M = 11.49, SD = 6.71) was statistically equivalent to that found for the self-perceived bullshitting measure, t(213) = −1.42, p = .158.

As expected, for Socially Perceived Total Bullshitting, this analysis revealed only a statistically significant Experimental Time of Day × Circadian Rhythm interaction, \( \beta = .52, 95\% \text{ CI } [.28, .75], t(210) = 8.97, p < .001 \). As illustrated in Figure 3B, when the experiment was conducted in the evening, participants were viewed by social perceivers to have bullshitted significantly more as their preference for morning became stronger, \( b = .58, 95\% \text{ CI } [.36, .79], t(210) = 7.09, p < .001 \). However, when the experiment was conducted in the morning, participants were viewed by social perceivers to have bullshitted significantly less as their preference for morning became stronger, \( b = -.47, 95\% \text{ CI } [-.68, -.25], t(210) = -5.67, p < .001 \). From another angle, social perceivers viewed participants with a relatively strong preference for the evening to engage in significantly more bullshitting when the experiment was conducted in the morning than when it was conducted in the evening, \( b = -.42, 95\% \text{ CI } [-.57, -.26], t(210) = -4.99, p < .001 \). However, viewed participants with a relatively strong preference for the morning to engage in significantly more bullshitting when the experiment was conducted in the evening than when it was conducted in the morning, \( b = .63, 95\% \text{ CI } [.47, .78], t(210) = 7.42, p < .001 \). Thus, in comparison to self-perceived bullshitting, participants were viewed by social perceivers to contribute even more bullshit when they explained reasons for their attitudes under conditions in which their regulatory resources were expected to be relatively attenuated.

Bullshit Receptivity and Bullshit Sensitivity

Separate hierarchical regression analyses were also computed for the Bullshit Receptivity and Bullshit Sensitivity. As expected, for Bullshit Receptivity, this analysis revealed only a statistically significant Experimental Time of Day × Circadian Rhythm interaction, \( \beta = .19, 95\% \text{ CI } [.16, .21], t(210) = 2.74, p = .007 \). As illustrated in Figure 4A, when the experiment was conducted in the evening, participants were significantly more receptive to bullshit as their preference for morning became stronger, \( b = .22, 95\% \text{ CI } [.10, .33], t(210) = 4.66, p < .001 \). However, when the experiment was conducted in the morning, participants were significantly less receptive to bullshit as their preference for morning became stronger, \( b = -.27, 95\% \text{ CI } [-.38, -.15], t(210) = -5.25, p < .001 \). From another angle, among participants with a relatively strong preference for the evening, greater receptivity to bullshit was observed when the experiment was conducted in the morning than when it was conducted in the evening, \( b = -.34, 95\% \text{ CI } [-.35, -.23], t(210) = -3.91, p < .001 \). However, among participants with a relatively strong preference for the morning, marginally greater receptivity to bullshit was observed when the experiment was conducted in the evening than when it was conducted in the morning, \( b = .15, 95\% \text{ CI } [.01, .28], t(210) = 1.83, p = .068 \). Thus, participants showed significantly greater receptivity to bullshit when their regulatory resources were expected to be relatively attenuated.

As was anticipated, the results for Bullshit Sensitivity were the very opposite of those found for Bullshit Receptivity. As expected, for Bullshit Sensitivity, the analysis revealed only a statistically significant Experimental Time interaction, \( \beta = .65, 95\% \text{ CI } [.46, .84], t(210) = 7.7, p < .001 \). As illustrated in Figure 4B, when the experiment was conducted in the evening, participants were significantly more sensitive to bullshit as their preference for morning became stronger, \( b = .69, 95\% \text{ CI } [.51, .87], t(210) = 11.02, p < .001 \). However, when the experiment was conducted in the morning, participants were significantly less sensitive to bullshit as their preference for morning became stronger, \( b = -.46, 95\% \text{ CI } [-.61, -.30], t(210) = -9.31, p < .001 \).
of Day × Circadian Rhythm interaction, $\beta = -.21$, 95% CI $[-.24, -.17]$, $t(210) = -3.10$, $p = .002$. As illustrated in Figure 4B, when the experiment was conducted in the evening, participants were significantly less sensitive to bullshit as their preference for morning became stronger, $b = -.18$, 95% CI $[-.29, -.06]$, $t(210) = -4.57$, $p < .001$. However, when the experiment was conducted in the morning, participants were significantly more sensitive to bullshit as their preference for morning became stronger, $b = .32$, 95% CI $[.20, .43]$, $t(210) = 7.20$, $p < .001$. From another angle, among participants with a relatively strong preference for the evening, greater sensitivity to bullshit was observed when the experiment was conducted in the evening than when it was conducted in the morning, $b = .36$, 95% CI $[.24, .47]$, $t(210) = 4.41$, $p < .001$. However, among participants with a relatively strong preference for the morning, marginally greater sensitivity to bullshit was observed when the experiment was conducted in the morning than when it was conducted in the evening, $b = -.13$, 95% CI $[-.17, -.09]$, $t(210) = -1.76$, $p = .078$. Thus, participants showed significantly less sensitivity to bullshit when their regulatory resources were expected to be relatively attenuated.

### Discussion

These findings help to elucidate the causal effect that self-regulatory resources have on both bullshitting and bullshit detection. As anticipated, bullshitting occurred more frequently under conditions of circadian mismatch than conditions of circadian match. Bullshit receptivity tended to be greater under conditions of circadian mismatch than conditions of circadian match, and bullshit sensitivity tended to be greater under conditions of circadian match than conditions of circadian mismatch.

These empirical solutions have relevance for understanding the potential influence of daily occurrences. That is, common experience suggests that people frequently find themselves engaging in tasks and activities outside of their preferred or peak day times. When people find themselves in such contexts, our data suggest that their tendency to bullshit will be increased and their ability to detect bullshit from others will be significantly diminished.

### General Discussion

The concept of bullshitting first arose through an analytical philosopher’s critique of a common form of communication (Frankfurt, 1986). Although it has received attention in philosophy (Cohen, 2002; Hardcastle & Reisch, 2006; Law, 2011; Penny, 2005), and has been used as an explanation for varying organizational behaviors (Allen, Allen, & McGoun, 2012; Morgan, 2010; Spicer, 2013), it has virtually escaped empirical examination. Understanding bullshitting is not simply an attempt to understand the conditions under which bullshitting is most prevalent but is also an attempt to understand the psychological processes that underlie bullshitting and acceptance of bullshit. Bullshitting and being receptive to bullshit can be very seductive because they are so easy to accomplish relative to the mental resources required for evidence-based communication and adequate detection of bullshit.

The experimental studies reported here provide important information relevant to the social psychology of bullshitting and bullshit detection. The current findings are consistent with prior demonstrations suggesting that bullshit detection, and detection of fake news, require analytic/reflective thinking rather than “lazy” (Pennycook & Rand, 2019, 2020) and intuitive thinking (e.g., Pennycook et al., 2015). Likewise, our findings suggest that bullshitting and bullshit detection will be enhanced and diminished, respectively, when people find their self-regulatory resources to be relatively attenuated. Evidence-based communication (i.e., no bullshit) and successful bullshit detection appear to require deliberate and effortful thinking that harnesses available working memory capacity and self-regulatory resources. Only when our participants appeared to possess the adequate executive abilities did they refrain from bullshitting, as evidenced by providing relatively more evidence-based contributions (from their own perspective as well as that of others). People appear to be especially likely to curb their bullshit if they possess adequate self-regulatory resources in contexts in which they do not expect to gain a social pass of acceptance or tolerance for bullshit contributions.

Like dual-process models of attitudes and persuasion (Chen & Chaiken, 1999; Fazio & Olson, 2014; Petty & Briñol, 2014; Petty & Wegener, 1999), impression formation and attributional inferences (McCarthy & Skowronska, 2014; Trope & Gaunt, 1999; Uleman, 1999), stereotyping and prejudice (Bodenhausen, Macrae, & Sherman, 1999; Devine & Monteith, 1999; Forscher & Devine, 2014), and other self-regulatory models incorporating dual-processes (e.g., Förster & Liberman, 2014; Gollwitzer & Bayer, 1999; Higgins, 1999), we argue that bullshitting and bullshit detection are additional behaviors influenced by dual-processes. Indeed, the dual-process model provides unique conceptualizations of the emergence of bullshitting behavior and successful bullshit detection. Intuitive processing is efficient, running autonomously without requiring the expenditure of working memory capacity and self-regulatory resources. Systematic processing is deliberate, effortful, and dependent upon working memory capacity and self-regulatory resources to be successfully executed. When systematic processing was disrupted in our
experiments by taxing executive abilities, we observed greater amounts of bullshit. We can only conclude that bullshitting behavior operates as an intuitive process, whereas evidence-based communication operates as a systematic process, as both self-perceived and socially perceived bullshitting was found under conditions in which executive functioning abilities were relatively constrained. Likewise, our data suggest that bullshit detection also requires relatively great executive abilities and self-regulatory resources to be executed successfully, making it a relatively analytic and systematic process.

Such conclusions have very practical prescriptions for future behavior to the extent that bullshitting is unlikely to be viewed as a particularly positive or admired behavior and to the extent that people wish to avoid the unwanted effects of bullshit. Specifically, one may choose to refrain from talking about things of which they know little to nothing about under any conditions that would be expected to attenuate self-regulatory resources (e.g., contributing to an important discussion when feeling fatigued or unmotivated to process shared content accurately). Likewise, to the extent that one desires to be unaffected by bullshit, one may again choose to refrain from processing information under any conditions that would be expected to attenuate self-regulatory resources (e.g., surfing the Internet when feeling fatigued or unmotivated to process shared content accurately).

Limitations

Three limitations to these conclusions deserve consideration. First, the current research does not address the possibility that perceptions of bullshitting behavior may depend on whether the perceive is an active participant in the interaction (as is the case in many instances of bullshit exposure) or merely a passive observer. Presumably, due to the additional cognitive demands placed on active participants (Gilbert, Pelham, & Krull, 1988; Jones & Nisbett, 1971; Patterson, 1995; Patterson & Stockbridge, 1998), active participants and mere observers often differ in their evaluations of social interactions (Street, 1985; Street, Mulac, & Wiemann, 1988) and the social targets themselves (Monahan, 1995; Monahan & Zuckerman, 1999). Thus, that which appears to be bullshitting from an observer’s perspective may not be considered so by those actively engaged in the encounter. To the extent that the current studies placed participants in relatively passive positions, the generalizability of the findings to more involved discussants should be examined.

Second, the conclusions reported here must be tempered by the fact that participants were not sampled with respect to their cognitive abilities. Pennycook et al. (2015) demonstrated that one’s receptivity to pseudo-profound bullshit is negatively associated with cognitive ability measures. Furthermore, Sá, Kelley, Ho, and Stanovich (2005) found participants with lower cognitive ability and close-minded thinking tended to use relatively unsophisticated forms of evidence (e.g., reiteration or elaboration of the original theory). Future research would do well to examine the possibility that cognitive abilities moderate the links between bullshitting antecedents and consequences. For instance, bullshitting and being receptive to bullshit may be especially likely under conditions of a heightened need for cognitive closure (Kruglanski, 1989; Kruglanski & Fishman, 2009), as such conditions invite individuals to foreclose on the first (not necessarily the best or most accurate) answer to questions (Holmes, 2015). Furthermore, laypeople rarely think and talk about why they believe what they believe (Sloman & Fernbach, 2017).

Finally, our findings offer very little in the way of identifying moderators of the links between self-regulatory resources and bullshitting and bullshit detection. Future research would do well to identify boundaries and moderators. One possibility appears to be that people may rely more heavily on their domain-specific knowledge when their regulatory resources are relatively attenuated or find the fluidity of their cognitive processing to be diminished. Yet, recent research on the illusory truth effects suggests that people often fail to rely on their knowledge when communicating their positions or determining truth (Fazio, Brasier, Payne, & Marsh, 2015). Furthermore, if people are more likely to draw on their knowledge base when their regulatory resources are relatively attenuated, knowledge can be a double-edged sword. On one hand, knowledge should aid in reducing one’s own bullshit (Petrocelli, 2018a) and enhance bullshit detection. However, if knowledge is employed in a strategic or biased way, knowledge may be used to further confirm bullshit fitting with one’s preconceived notions while ignoring disconfirming evidence. A considerable body of evidence suggests that people tend to be overconfident in their own knowledge (see Kruger & Dunning, 1999; Sloman & Fernbach, 2017). When people produce tentative answers to questions, their natural inclination is to search memory for evidence to support their initial answers as they fail to consider possible alternative answers (Gratess & Hemphill, 1991; Griffin, Dunning, & Ross, 1990; Hoch, 1985; Koriat, Lichtenstein, & Fischhoff, 1980; Shaklee & Fischhoff, 1982). Thus, the possibility that having more knowledge in a domain can exacerbate confirmation biases (see Gardner, 2010; Nickerson, 1998; Robson, 2019) should be investigated.
Future Directions

The current studies are the first to deal with self-regulatory antecedents of bullshitting behavior and bullshit detection, but much research focus is needed. We suggest three general directions. First, there is currently little to no empirical knowledge regarding the potential communicative functions, purposes, or intents of bullshitting. Not only may bullshitting be used in the context of persuasion, but bullshitting would appear to be quite useful for enhancing social bonding, expressing opinions for which one feels obligated to have and express, entertainment, killing awkward silence, or predictions, expressions or claims for which there is no readily available evidence (e.g., “Baby, I’ll love you forever.”). A better understanding of the many reasons why people engage in bullshitting would provide important insights into this behavior.

Second, the bullshitting antecedents identified by Petrocelli (2018a) and self-regulatory resources identified in the present research are unlikely to constitute an exhaustive list of causes. Future research should further examine the antecedents of bullshitting to elucidate the conditions under which people use bullshit in their social interactions. Answering this question will require investigating the various motives that eliminate a concern for evidence and truth.

Finally, research focusing on how to reduce reliance on bullshit and its negative consequences is warranted. That which Frankfurt (1986) claimed to be the opposite of bullshitting (i.e., thinking and communicating with a concern for truth) is essential to sound judgment, reasoning and decision making; sound judgment and decision making simply cannot do without evidence-based information. A fundamental characteristic of information, critical to sound judgment, reasoning and decision making, is the validity of the information (Grice, 1975). However, the bullshitter possesses little regard for the actual validity of his or her claims; thus, bullshitting is a violation of Grice’s (1975) maxim of quality. Understanding the communicative functions of bullshitting, the conditions under which bullshitting is most likely to occur, and the most effective ways to reduce bullshit and its unwanted effects are critical to the human condition.

Whether they be claims or expressions of opinions about the effects of vaccinations, the causes of success and failure, or political ideation, making such claims with little to no concern for evidence or truth is wrong. With their reliance on empirical evidence, it is estimated that social scientists are well positioned to “call bullshit” (i.e., identify it) when they see it. What happens when people are called on their bullshit? Future research will also do well to answer such questions and determine effective ways of enhancing the concern for evidence and truth.

Deeper understandings of bullshitting, bullshit detection, and bullshit disposal may be among the most important intellectual and social issues that we face. Altering the concern for truth, what is said (and how it is being said) are likely to be the most straightforward but significant means of improving the integrity and overall impact of empirical knowledge.
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